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Abstract
Objective: To explore the existing literature on the use of artificial 
intelligence (AI) and machine learning (ML) in bone age assess-
ment (BAA).

Methodology: This study was conducted in accordance with the 
PRISMA guidelines. Three databases (PubMed, Scopus, and Co-
chrane) were screened for studies published from 2019–2024. 
Two reviewers independently selected the studies. The modified 
Kitchenham-Charters’ checklist was used to critically appraise the 
studies. Only studies reporting the mean absolute error (MAE) 
were included in the analysis. Data regarding the study character-
istics, subject characteristics, ML technique, model ground truth, 
and the performance of the studies were extracted.

Results: The review included 33 studies, mostly from East Asia. 
Most studies used in-house datasets consisting of hand radio-
graphs of their respective local population. Convolutional neural 
networks are the most popular AI algorithms used. Most studies 
used radiologist-annotated BA as ground truth rather than the 
chronological age. The meta-analysis revealed a weighted MAE of 
7.54 months, an improvement compared to the previous study.

Conclusion: AI and ML models continue to demonstrate rapid ad-
vancements in their application for BAA. This study described the 
current trends in ML research and explored ongoing obstacles in 
BAA, as well as the prospective role of AI. While promising, further 
research is still required to address current limitations, such as 
validity issues. Subsequent studies should also be conducted with 
rigorous methodology and thorough reporting.
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Introduction
Bone age assessment, essentially a measurement of 
skeletal maturity, is typically performed to evaluate the 
growth of bones and diagnose disorders in pediatric 
population. It is frequently employed in the field of pe-
diatric endocrinology, where it guides the evaluation 
of short or tall stature, growth disorders, and pubertal 
disorders. Adult height predictions can also be derived 
from BA through various proposed algorithms. More-
over, it can be found implemented in other disciplines 
as well, such as orthodontics, orthopedics, and even 
forensics.1,2 Conventional methods of BAA typically in-
volve the use of plain radiograph of the hand and wrist 
of the non-dominant hand (usually the left). These ra-
diographs are then compared to standard plates in an 
atlas, with the two most popular methods  being the 
Greulich-Pyle (GP) and the Tanner-Whitehouse (TW) 
method.3

The GP method involves comparing the subject’s ra-
diograph with images containing hand radiographs 
along with their corresponding age and explanation of 
the gradual age-related changes. The standards were 
sourced from 1,000 upper-middle-class male and fe-
male Caucasians living in Ohio, USA, from 1931–1942. 
Despite being popular due to its simple learning curve 
and ease of use, the GP method also exhibited subjec-
tiveness and a high inter- and intra-observer variabili-
ty.1,3

The TW method is reported to be a more objective 
method for BAA. It involves the maturity scoring of 
each bone segment compared to a standard, which is 
then calculated and translated to the final bone age. 
The original TW (TW1) data was collected from 2,600 
average-class British children, in the 1950s–1960s and 
published in 1962. Subsequent updates were later is-
sued to account for factors influencing the total bone 
maturity score and BA. Additionally, two addition-
al methods of bone evaluation and an algorithm for 
height prediction were also introduced, with the TW2 
(1983) and the TW3 (2001).1,3 Although it shows greater 
reproducibility than the GP method, the TW method is 
considerably more time-consuming. One study report-
ed the average time for BAA estimation with the TW 
method as 7.9 minutes, compared to 1.4 minutes with 
the GP method; a difference of 6.5 minutes, which is 
troublesome when handling a large volume of patients. 

In response to the issues of variability and duration, au-
tomated techniques have been developed to optimize 
the BAA process. Artificial intelligence (AI) has shown 
promise in enhancing the accuracy and efficiency of 
BAA. In 2017, the Radiological Society of North America 
(RSNA) held a contest for the development of AI and 
machine learning (ML) models that could determine BA 
from a curated set of pediatric hand radiographs. The 
five best models achieved a mean absolute error (MAE) 
ranging from 4.2–4.5 months.⁴ Since then, numerous 

models and techniques have been developed and re-
fined.

Although a similar study has been published before,5 
the rapid growth of the body of knowledge warrants 
an updated review of the current evidence on the role 
of AI in BAA. This systematic review aim to describe lit-
erature published from 2019–2024 to offer an updated 
perspective on the role of AI on BAA.

Methodology
This systematic review was reported according to the 
Preferred Reporting Items for Systematic Review and 
Meta Analysis (PRISMA).6

Search strategy and study eligibility

The authors independently conducted literature 
search for studies attempting to find out the role  of 
artificial intelligence in predicting bone age from pedi-
atric hand X-rays. The search was performed on July 3, 
2024, by both authors in three databases, i.e. PubMed, 
Cochrane, and Scopus. The specific queries used to 
find the relevant studies are given in Table 1. The study 
protocol can be found at https://osf.io/dz7m9. Studies 
were deemed eligible only if they satisfied the prede-
termined inclusion and exclusion criteria (Table 2). Any 
disagreements were discussed to a consensus. The re-
cords were screened and annotated in Microsoft Excel 
(RRID: SCR_016137).

Data extraction

The authors extracted the data and tabulated the 
results with Microsoft Excel. Each of the authors re 
checked the other author’s extracted data for accuracy. 
The following data was extracted: (1) lead author and 
year of publication: (2) study country of origin: (3) sub-
jects’ country of origin in the testing data set: (4) sample 
size of testing data set: (5) proportion of sex and age 
of the testing data set: (6) machine learning algorithm 
used: (7) BAA technique; (8) the ground truth used for 
model testing; (9) the presence of other readers for 
comparison and the employed BAA technique:and (10) 
study outcomes. For uniformity, all extracted data ex-
pressed in years was converted to months by multiply-
ing by twelve.

Critical appraisal

Critical appraisal of retrieved studies was done using a 
checklist based on the guidelines by Kitchenham and 
Charters7, which was then further modified by Dallo-
ra.⁸ The appraisal was performed by both authors, and 
a consensus was reached in case of any discordance 
between the reviewers in case of any disagreement. 
The checklist evaluated studies based on three param-
eters: (1) study design and reporting (6 items); (2) data 
quality (5 items); and (3) techniques employed (3 items). 
Each item was scored as “0”, “0.5”, or “1”, depending 
on whether the study did not fulfill, partially fulfilled, 
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or fully fulfilled the corresponding item, respectively. 
Studies were deemed eligible in terms of quality if they 
reached the threshold score of 8. The full checklist is 
displayed in Table 3.

Data analysis

The study outcome to be analyzed was the mean ab-
solute error (MAE), which is defined as “the measure 
of errors between paired observations expressing the 
same phenomenon”. In this case, it is the measure of 
errors between the AI model and the ground truth. It 
is calculated as:

Where yi is model’s predicted value for observation i, 
xi is the ground truth value for observation i, and n is 
the number of observations. Only studies reporting the 
MAE with standard deviation or confidence intervals 
were further included in the meta-analysis.

The meta-analysis of the MAE was performed in Micro-
soft Excel by calculating the weighted mean using the 
inverse-variance weighting method. Studies reporting 
multiple MAE of the model  were combined. Studies 
reporting the MAE with confidence intervals were con-
verted to standard deviation for the purpose of weight-
ing. A forest plot was generated with JASP 0.19.0.0 
(RRID:SCR_015823) to illustrate the contribution of 
each included study along with the overall results.

Results
Search results and study characteristics

From the initial 194 records identified from the three 
databases, a total of 33 studies were included in this 
review.9–41 The details of the literature search can be 
seen on the PRISMA flow diagram of this study (Fig. 1). 
Using the aforementioned checklist, sixty-one studies 
were assessed for eligibility. A total of nineteen stud-
ies were below the quality threshold and thus ineligi-
ble for inclusion. The description of the study aims, 
machine learning techniques, and study results were 
mostly clear from all the assessed studies. However, 
only seventeen studies performed assessment of sta-
tistical significance, making it the most frequently un-
fulfilled item by the studies. The appraisal results are 
available in Supplementary 1.

Of the 33 studies, most (n = 11) were published in 
2023. Most of the studies originated from Asia, spe-
cifically China (n = 14) and South Korea (n = 7). There 
were also studies from Europe, North America, and 
South Africa. The datasets used to evaluate the mod-
els were sourced by various means. Many studies 
used the RSNA bone age dataset (n = 10).42 Some also 
used the University of South California’s Digital Hand 
Atlas for the test dataset (n = 5).43 However, most stud-
ies utilized in-house datasets to measure the model’s 

performance. Many studies do not clearly report the 
size, sex, and age of the samples used in the test set 
(Table 4). 

A sheer majority of studies (n = 29) utilized a convo-
lutional neural network (CNN) architecture in the ML 
models. Other algorithms used were support vector 
machine (SVM), deep neural network, and triplet loss 
algorithm. Conventional methods such as GP and TW 
were utilized by some models in the BAA itself. How-
ever, many studies also utilized their own novel meth-
ods. The ground truths used in the studies were a 
combination of in-house annotations and BAs labelled 
from the database. Five studies used the chronologi-
cal age (CA). Many of the studies also compared the 
performance of their models with either human read-
ers, other models, or different configurations of their 
own model (Table 5).

The performance of the models was mostly reported 
in MAE (also written as mean absolute deviation by 
some authors). There were also studies that did not 
report the MAE but reported correlation coefficients 
instead. The performance of the studied models is 
elaborated in Table 6.

After evaluation and conversion, 13 studies were in-
cluded in the meta-analysis.12–14,16,25–28,31,32,35,40 The stud-
ies displayed homogeneity (I2 = 0) and had a weighted 
MAE of 7.54 months, with a 95% confidence interval of 
7.31–7.77 (Figure 2).

Discussion
ML is a branch of AI in which a machine learns by identi-
fying patterns and makes decisions based on its learn-
ing process with little human intervention. Import-
ant traits of ML models include their ability to adapt 
independently of human interference, to learn from 
past computations, and to produce valid and reliable 
results when introduced to new data. This is achieved 
by feeding the model data and letting it optimize its 
own parameters so that its performance improves.44,45 
Numerous ML algorithms have been developed, such 
as decision tree learning, clustering, Support Vector 
Machines (SVM), k-means nearest neighbor, restricted 
Boltzmann machines, and random forests. ML tech-
niques require the extraction of discriminant features 
to work efficiently. These features are still largely un-
known and are still being researched. However, CNN 
models are popular ML algorithm for image recogni-
tion as they are able to self-learn and extract the need-
ed features to perform image interpretation.46 They 
are also the most prevalent model found in the current 
study.

CNNs are a type of deep learning, a new and rapidly 
growing area of ML. They mainly consist of 3 compo-
nents, which are: (1) the convolutional layer: responsi-
ble for creating feature maps summarizing discriminat-
ing features from the input by systematic application of 
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filters; (2): the pooling layer: handles feature maps from 
each node of the convolutional layer to form a new set 
of pooled feature maps; (3): fully-connected layer: re-
ceives pooled feature maps from the final pooling lay-
er. This layer proceeds to interpret the image based on 
the pooled extracted features. The model then com-
pares the output to the ground truth and computes its 
errors. It then determines the needed direction and 
magnitude of change and updates itself. The process 
repeats itself until there is not much improvement in 
the error. One important benefit of CNNs is how they 
are able to independently determine the most import-
ant discriminating features from the data.44,45

Deep neural networks are similar to CNN as both are 
classified as deep learning. They are called “deep” be-
cause of the number of layers involved, usually more 
than twenty layers. This is made possible by the in-
creasingly powerful computing ability of today’s com-
puters.45

Another type of ML is the SVM, which transforms data 
into the widest plane (support vector) between two 

classes. While not new, interest in SVM has been re-
vived by the addition of functions which are able to 
map classes to other dimensions (hyperspace) by the 
application of nonlinear functions. As such, the new 
classes are able to be separated by a plane (hyper-
plane), which was previously impossible.45

Triplet loss is a type of metric learning that learns by 
grouping items into three: an anchor (baseline), a pos-
itive image sample (belonging to the same category as 
the anchor), and a negative image sample (belonging 
to a different category from the anchor). Its aim is to 
minimize the distance between the anchor and posi-
tive sample and maximize the distance between the 
anchor and negative sample through the use of a loss 
function.21 Compared to the results of the previous 
study, the performance of current models has im-
proved. The previous study reported a pooled MAE of 
9.96 months,5 while the current study showed a lower 
MAE at 7.54 months. However, these results may not 
be fully comparable as the datasets used were differ-
ent. The age range of the subjects in the dataset were 
also not uniformed in both previous study and the cur-

Table 1. Queries used on the databases for literature search

Database Queries (searched on July 3, 2024) Hits

PubMed ((“Artificial Intelligence”[Mesh] OR “Machine Learning”[Mesh] OR “Deep Learning”[Mesh] OR 
“Neural Networks, Computer”[Mesh] OR “Algorithms”[Mesh]) OR (“artificial intelligence” OR 
“machine learning” OR “deep learning” OR “neural network” OR “algorithm”)) AND ((“Bone 
Age”[Mesh] OR “Bone Development”[Mesh] OR “Epiphyses”[Mesh]) OR (“bone age” OR “skeletal 
age” OR “bone development” OR “epiphyseal” OR “epiphysis”)) AND ((“Radiography”[Mesh] OR 
“Hand”[Mesh] OR “Radiographic Image Interpretation, Computer-Assisted”[Mesh]) OR (“hand 
x-ray” OR “hand radiography” OR “hand imaging” OR “hand radiograph”)) AND ((“Child”[Mesh] 
OR “Adolescent”[Mesh]) OR (“child” OR “children” OR “pediatric” OR “adolescent”)) Filters: from 
2019 – 2024

77

Cochrane (“artificial intelligence” OR “machine learning” OR “deep learning” OR “neural network*” OR 
“algorithm*”) AND (“bone age” OR “skeletal age” OR “bone development” OR “epiphyseal” OR 
“epiphysis”) AND (“hand x-ray” OR “hand radiography” OR “hand imaging” OR “hand radio-
graph”) AND (“child*” OR “children” OR “pediatric*” OR “adolescent*”)

4

Scopus TITLE-ABS-KEY ( “artificial intelligence” OR “machine learning” OR “deep learning” OR “neural 
network*” OR “algorithm*” ) AND TITLE-ABS-KEY ( “bone age” OR “skeletal age” OR “bone 
development” OR “epiphyseal” OR “epiphysis” ) AND TITLE-ABS-KEY ( “hand x-ray” OR “hand 
radiography” OR “hand imaging” OR “hand radiograph” ) AND TITLE-ABS-KEY ( “child*” OR 
“children” OR “pediatric*” OR “adolescent*” ) AND PUBYEAR > 2018 AND PUBYEAR < 2025

113

Table 2. Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

•	 Published in English
•	 Published between 2019 and 2024
•	 Studied subjects up to the age of 18 years
•	 Developed and/or tested the performance of artificial 

intelligence models for bone age determination 
through hand-wrist x-rays

•	 Assessed bone age in living individuals

•	 Utilized radiological modalities other than x-ray (plain 
radiograph)

•	 Assessed bone age using bones other than those in the 
hands and wrists

•	 Involved subjects with known conditions that may 
affect normal bone growth or the interpretation of 
bone age

•	 Concerned with height prediction 
•	 Solely focused on the role of AI in enhancing radiolo-

gists’ performance
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Table 3. Modified Kitchenham and Charters checklist for critical appraisal

Parameter & Item Score (0, 0.5, or 1)

Study Design and Reporting

Are the aims of the study clearly stated?

Does the study describe clearly the population being studied?

Does the study clearly describe the inclusion/exclusion criteria?

Are the limitations of the study reported either during the explanation of the 
study design or during the discussion of the study results?

Were the findings clearly reported?

Is there no lack of blinding that could introduce bias?

Data Quality

Are the data characteristics (variables, subjects' country of origin, etc.) used in 
the study clearly defined?

Are the data characteristics (variables, subjects' country of origin, etc.) used in 
the study valid?

Is the data collection method clearly described?

Are the data characteristics related to age valid/verified in some way?

Technique(s) Employed

Is/are the ML technique(s) being employed clearly described?

Is it clear how accuracy was measured?

Was statistical significance assessed?

Total score (threshold: 8 out of 13)

0: item not fulfilled at all; 0.5: item partially fulfilled; 1: item fully fulfilled

Table 4. Study and characteristics of subjects in the test set

Study Characteristic of Test Set

Author (Year) Country Country 
(institution) Size Sex Age

Escobar et al.[9]
(2019)

Colombia NM (author 
group’s dataset)

USA (RSNA)

Authors’ group: 
80
RSNA: 80

Total: 160

Whole dataset: 
54%  female 
and 46% male

Authors’ group
Test set: NM

RSNA
Test set NM
Whole dataset: 
54%  female 
and 46% male

Whole dataset:
central 
tendency: 126 
months
Range: 0–240 
months

RHPE
Test set NM

RSNA
NM

Liu et al.[10]
(2019a)

China USA (DHA) NM NM NM

Liu et al.[11] 
(2019b)

China USA (RSNA) 2000 NM NM
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Booz et al.[12]
(2020)*

Germany Germany 
(in-house: 
University 
Hospital 
Frankfurt)

514 Male: 252
Female: 262

Mean: 
10.20 ± 4.85 
years
Range: 3–17

Dehghani et al.[13]
(2020)*

Iran USA (DHA) 442 Male: 222
Female: 220

Range: 0–18 
years, central 
tendency NM

Guo et al.[14] 
(2020)*

China USA (DHA) NM NM NM

Koitka et al.[15]
(2020)

Germany Germany 
(in-house: 
University 
Hospital Essen)

USA (RSNA and 
DHA)

Essen: 16,834 
(total)

RSNA: 200

DHA: 1,389 
(total)

Essen (total = 
16,834)
Male: 8,927
Female: 7,907

RSNA
Mean: 132 
months

DHA:
NM

RSNA (n = 200)
Male: 100
Female: 100

DHA (total = 
1,389)
Male: 700
Female: 689

In-house:
NM

Reddy et al.[16]
(2020)*

USA USA (RSNA) 200 Male: 100
Female: 100

NM for test set

Zulkifley et al.[17]
(2020)

Malaysia USA (RSNA) 200 NM NM

Cheng et al.[18]
(2021)

Taiwan Taiwan 
(in-house: China 
Medical 
University 
Hospital)

820 Males: 312
Females: 508

Central 
tendency NM

Range: 0 to 20 
years

He et al.[19]
(2021)

China USA (RSNA) 200 NM Central 
tendency NM

Range: 0 to <19 
years

Lee et al.[20]
(2021)*

South Korea South Korea 
(in-house: Korea 
University Anam 
Hospital)

102 Male: 51
Female: 51

Mean: 10.95 ± 
2.37 years

Range: 4.92–
17.0 years

Madan et al.[21]
(2021)

India USA (DHA) NM NM NM

Range: 0 –3 
years

Cheng et al.[22]
(2022)

Taiwan Taiwan 
(in-house: China 
Medical 
University 
Hospital & Asia 
University 
Hospital)

368 Male: 190
Female: 178

Mean: 8.97 ± 
3.73 years

Range: 2.06–
15.99 years

Hui et al.[23]
(2022)

China China (in-house: 
Beijing Jishuitan 
Hospital)

1021 Male: 402
Female: 619

Range: 4–18 
years, central 
tendency NM
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Hwang et al.[24]
(2022)

South Korea South Korea 
(in-house: Asan 
Medical Center 
and Pusan 
National 
University 
Yangsan 
Hospital)

485 Male: 262
Female: 223

Mean: 10.0 ± 4.3
Range: 2–17 
years

Lea et al.[25]
(2022)*

South Korea South Korea 
(in-house: Guro 
Hospital)

474 Male: 35 (7.4%)
Female: 439 
(92.6%)

Mean: 9.09 ± 
1.68 years 
Range: 4–17 
years

Zhang et al.[26]
(2022)*

China China (in-house: 
Beijing Jishuitan 
Hospital)

486 NM Not mentioned 
explicitly (in 
histogram)

Zhao et al.[27]
(2022)*

China China (in-house: 
Zhangzhou
Affiliated 
Hospital of 
Fujian Medical 
University)

400 NM Range: 3–16 
years, central 
tendency NM

Deng et al.[28]
(2023)*

China USA (RSNA) 97 NM Range: 9–228 
months, central 
tendency NM

Kasani et al.[29]
(2023)

Iran USA (RSNA) 200 NM NM

Kim et al.[30]
(2023a)

South Korea South Korea 
(in-house: 
Pusan National 
University 
Yangsan 
Hospital & 
Dankook 
University 
Hospital)

Pusan/Yangsan: 
343

Dankook: 321

Pusan/Yangsan 
Male: 183
Female: 160

Dankook
Male: 164
Female: 157

Median:
Pusan/Yangsan
10 (4-15) years

Dankook
9 (5-14) years

Kim et al.[31]
(2023b)*

South Korea South Korea 
(in-house: Asan 
Medical Center)

227 NM Range: 24–228 
months, central 
tendency NM

Kim et al.[32]
(2023c)*

South Korea South Korea 
(in-house: 
unnamed 
institution)

453 Male: 148
Female: 305

Male:
Mean: 11.10 
years
Median Age: 
12.0 years
Range: 2.0 - 17.0 
years

Female:
Mean: 11.23 
years
Median Age: 
11.5 years
Range: 3.0 - 16.0 
years

Li et al.[33]
(2023)

China USA (RSNA)

China (in-house: 
Chongqing 
Jintongjia 
Children’s 
Hospital)

RSNA: 200

In-house: NM

NM for both 
datasets

NM for both 
datasets
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Liu et al.[34]
(2023)

China China (in-house: 
Guangzhou 
Twelfth People’s 
Hospital)

50 Male: 25
Female: 25

NM

Majority in the 
range of 6–15 
years

Nguyen et al.[35]
(2023)*

France France (in-
house: 4 
unnamed 
French 
hospitals)

206 Male: 102
Female: 104

Males: 10.9 ± 
3.7 years
Females: 11 ± 
3.7 years

Range: 5–17 
years

Wang et al.[36]
(2023)

China USA (RSNA) 200 Male: 100
Female: 100

NM

Yang et al.[37]
(2023)

China China (in-house: 
unnamed 
hospital in 
western China)

450 NM for test set NM for test set

Zhang et al.[38]
(2023)

China China (in-house: 
Zhangzhou
Affiliated 
Hospital of 
Fujian Medical 
University)

1,174 Male: 564
Female: 610

Range: 4–18 
years, 

Central 
tendency NM

Liu et al.[39]
(2024)

China China (in-house: 
several 
unnamed 
hospitals)

744 Male: 378
Female: 366

NM

Nam et al.[40]
(2024)*

South Korea South Korea 
(in-house: Korea 
University Guro
Hospital)

553 Male: 332
Female: 221

Mean: 9.8 ± 2.8 
years

Range: 4–17 
years

Pape et al.[41]
(2024)

Germany Germany 
(in-house: 
unnamed 
German 
hospital)

1,253 NM explicitly

Male: 55.7%
Female: 44.3%

Median: 129.6 
months 

Range: 100–155

DHA: University of South California Digital Hand Atlas; NM: not mentioned; RSNA: Radiological Society of North 
America bone age dataset; *included in the meta-analysis

Table 5. Technical aspects included studies

Study Machine learning technique
Ground truth

Comparison

Author (Year) Algorithm 
(name) BAA technique Reader BAA technique

Escobar et al.[9]
(2019)

CNN (BoNet) Novel method Annotation by 
two expert 
radiologists 
using an 
unmentioned 
method

None NA

Liu et al.[10]
(2019a)

CNN (VGG-
Net-16) + 
Non-Subsam-
pled Contourlet 
Transform 

Novel method Mean bone age 
estimate by two 
expert radiolo-
gists from the 
DHA

Various models Various 
techniques
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Liu et al.[11] 
(2019b)

CNN (VGG-U-
Net + cGAN)

Novel method Labelling of 
bone age by 
experts

Different 
configurations 
of the model 
itself

Novel method

Booz et al.[12]
(2020)*

CNN (BoneXpert 
v. 2.1)

Novel method Independent 
analysis by two 
experienced 
pediatric 
radiologists

Three radiolo-
gists (1 board 
certified radiolo-
gist and two 
radiology 
residents)

GP

Dehghani et al.[13]
(2020)*

Support vector 
machine

Local binary 
pattern

Mean of two 
radiologists’ 
estimation from 
the USC hand 
atlas

None NA

Guo et al.[14] 
(2020)*

CNN (BoNet+) Novel method Mean value of 
bone age 
estimation 
provided by two 
expert radiolo-
gists using an 
unmentioned 
method

Other models Various 
techniques

Koitka et al.[15]
(2020)

CNN (ResNet) + 
Regression 
network

Novel method RSNA: according 
to RSNA
DHA: according 
to DHA
In-house: 
pediatric 
radiologist using 
GP method

None NA

Reddy et al.[16]
(2020)*

Region-based 
CNN (RetinaNet) 
for index finger 
identification 

CNN (Xception)

Novel method Incorporation of 
RSNA and 
estimates by 4 
pediatric 
radiologists 
using GP

Three pediatric 
radiologists, 
with one being 
a tiebreaker in 
cases of no 
consensus

GP

Zulkifley et al.[17]
(2020)

CNN Novel method Weighted mean 
of an estimate 
from six medical 
practitioner, 
method not 
mentioned

Various deep 
learning 
networks

Various 
techniques

Cheng et al.[18]
(2021)

CNN (incV2res-
Net)

Novel method The median 
bone age 
estimate of a 
panel of five 
professional 
pediatricians or 
radiologists 
using an 
unmentioned 
method

5-fold cross-vali-
dation

Not mentioned

He et al.[19]
(2021)

CNN + regres-
sion (SE-ResNet)

Novel method Labelled bone 
age from the 
RSNA dataset

Other models 
with various 
architecture

Various
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Lee et al.[20]
(2021)*

CNN (unnamed) GP and 
modified TW3 
hybrid

The average 
estimated GP 
bone age of a 
pediatric 
endocrinologist 
and two 
musculoskeletal 
radiologists

Two one-year 
fellow-
ship-trained 
musculoskeletal 
radiologists

GP

Madan et al.[21]
(2021)

Triplet loss 
(Triplet 
Network)

Novel method Estimation by 
two pediatric 
radiologists 
using the GP 
method

None NA

Cheng et al.[22]
(2022)

Deep neural 
network 
(EFAI-BAA)

Novel method None Three qualified 
physicians from 
three different 
centers not 
associated with 
development of 
the model

GP

Hui et al.[23]
(2022)

CNN (unnamed) TW3 Chinese 
dataset: 
Average of two 
experts’ 
readings 
independently 
using TW3

Other deep 
learning models 
(DenseNet, 
ResNet, 
VGGNet, BoNet, 
etc.)

Various 
techniques

Hwang et al.[24]
(2022)

CNN (VUNO 
Med-BoneAge v. 
1.1.0)

GP & novel 
method

CA Independent 
estimation by 
two board-certi-
fied pediatric 
radiologists

GP

Lea et al.[25]
(2022)*

CNN ( (VUNO 
Med-BoneAge v. 
1.0.3)

GP CA A musculoskele-
tal radiologist, a 
radiology 
resident, and a 
pediatric 
endocrinologist

GP

Zhang et al.[26]
(2022)*

CNN (SMANet) TW3-RUS and 
TW3-C

Agreement by 3 
out of a panel of 
5 experienced 
radiologists 
using TW3

Various deep 
learning models

Various 
techniques

Zhao et al.[27]
(2022)*

CNN (Xception) TW3-C Consensus of 
three radiolo-
gists and the 
maker of the 
China-05 Bone 
Age
Standard when 
a consensus 
was not reached

Three radiolo-
gists

TW3-C

Deng et al.[28]
(2023)*

CNN (ResNet50, 
SENet, DenseN-
et-121, 
EfficientNet-b4, 
and CSPNet)

Novel method Labelled bone 
age from the 
RSNA dataset

Two other 
models (SIMBA 
and Chen et al.) 
and two 
radiologists with 
unmentioned 
method

Not mentioned
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Kasani et al.[29]
(2023)

CNN and 
regres-
sion-based 
method 
(MobileNetV2)

Novel method Labelled bone 
age from the 
RSNA dataset

Other deep 
learning models

Various 
techniques

Kim et al.[30]
(2023a)

CNN (no name) Novel method CA Another model 
trained with 
Korean 
population 
(VUNO 
Med-BoneAge v. 
1.1.0)

GP

Kim et al.[31]
(2023b)*

CNN (Mobile-
NetV2)

Novel method Mean of GP 
bone age 
(estimated by 
two radiologists) 
and the 
chronological 
age

Different 
configurations 
of the model 
itself

Novel method

Kim et al.[32]
(2023c)*

CNN (unnamed 
model, referred 
to as M1 in the 
study)

Novel method 
(GP-TW hybrid)

The mean of the 
bone age was 
independently 
estimated by 
three reviewers 
(a pediatric 
endocrinologist 
and two 
musculoskeletal 
radiologists) 
using GP 
method

Different 
configuration of 
the model 
(excluding 
carpal analysis, 
referred as M2 
in the study)

Novel method 
(GP-TW hybrid)

Li et al.[33]
(2023)

CNN (Inception 
V3 + Xception & 
ResNet50)

Novel method RSNA: labeled 
bone age from 
the RSNA 
dataset

CQJTJ: Bone age 
from clinical 
reports

Different 
configurations 
of the current 
model

Other models 
from other 
studies

Various

Liu et al.[34]
(2023)

CNN (Mask 
R-CNN & 
Xception)

Novel method The average 
value of the 
predicted age of 
multiple experts

Different 
configurations 
of the model 
itself

Novel method

Nguyen et al.[35]
(2023)*

CNN (ConvNeXt) GP Mean of GP 
bone age 
independently 
estimated by 
two board-certi-
fied pediatric 
radiologists

Senior general 
radiologist

GP

Wang et al.[36]
(2023)

CNN (unnamed 
model)

Novel method Labelled bone 
age from the 
RSNA dataset

Other models 
from other 
studies

Various

Yang et al.[37]
(2023)

CNN (YOLOv5) RUS-CHN Three radiolo-
gists using 
RUS-CHN 
method 
independently

NanoDet
PP-PicoDet 
(other models)

RUS-CHN
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Zhang et al.[38]
(2023)

CNN (PEARLS) TW3-RUS Average of the 
bone age 
estimates of the 
clinical radiolo-
gy report and a 
pediatrician

Human 
assessment

TW3-RUS

Liu et al.[39]
(2024)

CNN (unnamed 
feature pyramid 
objective 
detection CNN)

TW3-RUS and 
TW3-C

Average value 
of two to three 
radiologists for 
each picture

Thirty profes-
sional endocri-
nologists and 
radiologists, 
with each 
picture read by 
3 reviewers, 
including at 
least one 
endocrinologist 
and one radiolo-
gist

TW3-RUS and 
TW3-C

Nam et al.[40]
(2024)*

CNN (VUNO 
Med-BoneAge v. 
1.0.3)

GP CA Pediatrician and 
musculoskeletal 
radiologist

GP

Pape et al.[41]
(2024)

Not specified (IB 
Lab Panda v. 
1.06)

GP CA None NA

BAA: bone age assessment; CA: chronological age; CNN: convolutional neural network; GP: Greulich-Pyle; NA: 
not applicable; RUS-CHN: China 05 RUS-CHN; TW3-RUS: Tanner-Whitehouse 3 radius, ulna, short bones; TW3-C: 
Tanner-Whitehouse 3 carpal; *included in the meta-analysis

Table 6. Performance of included studies

Study Performance

Escobar et al.[9]
(2019)

MAE for RSNA = 3.85 months

MAE for authors’ group dataset = 6.86 months

Liu et al.[10] (2019a) MAE 0.69 years ≈ 8.28 months

Liu et al.[11]  (2019b) MAE: 6.41 months

Booz et al.[12] (2020)* AI vs ground truth
MAE: 0.34 (95%CI 0.15–0.54) years ≈ 4.08 (1.8–6.48) months
RMSE: 0.38 (95%CI 0.19–0.54) years ≈ 4.56 (2.28–6.48) months

Reader vs. ground truth
MAE: 0.79 (95%CI 0.61–0.96) years ≈ 9.48 (7.32–11.52) months
RMSE: 0.89 (95%CI 0.59–1.23) years ≈ 10.68 (7.08–14.76) months

(p < 0.001)

Dehghani et al.[13] 
(2020)*

MAE ± SD

Male: 0.56 ± 0.49 years ≈ 6.72 ± 5.88 months
Female: 0.55 ± 0.49 years ≈ 6.6 ± 5.88 months
Combined mean: 6.66 ± 5.87 months

Guo et al.[14] (2020)* MAE 0.762 ± 0.103 years ≈ 9.14 ± 1.24 months

Koitka et al.[15] (2020) MAE

RSNA: 4.56 months
DHA: 11.58 months
In-house: 7.55 months
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Reddy et al.[16] (2020)* MAE ± SD

Whole hand
Model: 4.7 ± 3.7 months 
Radiologist: 6.0 ± 5.5 months
(p = 0.013)

Index finger
Model: 8.0 ± 7.5 months
Radiologist: 5.1 ± 4.0 months
(p = <0.0001)

Zulkifley et al.[17] (2020) MAE: 8.2 months
MSE: 121.902 months²

RMSE: 11.04 months

Cheng et al.[18] (2021) MAE 0.281 years ≈ 3.37 months
MSE 0.203 years² ≈ 2.4 months²

He et al.[19] (2021) MAE 6.04 months

Lee et al.[20] (2021)* Mean Bone Age (Model vs Ground truth)
11.35 ± 2.76 vs. 11.39 ± 2.74 years (p = 0.31)

MAE 0.39 (95%CI 0.33–0.45) years ≈ 4.68 (95%CI 3.96–5.4) months

Madan et al.[21] (2021) AUC
Binary class (0–1, 1–2 years): 0.92 
Multi-class (0–1, 1–2, 2–3 years): 0.82

Cheng et al.[22] (2022) Concordance correlation coefficient between the model and readers from:
- Kaohsiung Veterans General Hospital: 0.9828 (95% CI: 0.9790–0.9859, p = 0.6782
- Taichung Veterans General Hospital: 0.9739 (95% CI: 0.9681–0.9786, p = 0.0202
- Taipei Tzu Chi Hospital: 0.9592 (95% CI: 0.9501–0.9666, p = 0.4855)

Hui et al.[23] (2022) MAE 0.444 years ≈ 5.328 months

Hwang et al.[24] (2022) Modified model 
MAE: 11.31 months
RMSE 14.48 months

Radiologist 1
MAE: 13.09 months
RMSE: 16.44 months

Radiologist 2
MAE: 13.12 months
RMSE: 16.54 months

Radiologist 1 vs modified model MAE: p<0.001
Radiologist 2 vs modified model MAE: p<0.001

Lea et al.[25](2022)* MAE
Model vs CA: 11.06 months

Model vs Reader 1: 7.21 months
Model vs Reader 2: 7.88 months
Model vs Reader 3: 10.06 months
Combined mean (vs. Reader 1–3): 8.38 ± 1.22 months

all p<0.025

Zhang et al.[26] (2022)* MAE
TW3-RUS: 0.43 ± 0.17 years ≈ 5.16 ± 2.04 months
TW3-C: 0.45 ± 0.13 years ≈ 5.4 ± 1.56 months
Combined mean: 5.28 ± 1.82 months

Zhao et al.[27](2022)* MAE 0.2 ± 0.45 years ≈ 2.4 ± 5.4 months
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Deng et al.[28] (2023)* CSPNet (best performing CNN)

Articular surface dataset
MAE 7.34 ± 0.11 months
RMSE 9.75 ±0.16 months

Epiphysis dataset
MAE 7.73 ± 0.13 months
RMSE 9.95 ± 0.17months

Combined mean (MAE): 7.54 ± 0.12 months

Kasani et al.[29] (2023) MAE 3.84 months

Kim et al.[30] (2023a) MAE
Pusan/Yangsan: 8.2 months
Dankook: 13.1 months

Combined mean (MAE): not calculable due to lack of standard deviation

Kim et al.[31] (2023b)* MAE 8.19 ± 6.85 months

Kim et al.[32] (2023c)* MAE
M1: 0.366 (95%CI 0.337–0.395) years ≈ 4.392 (95%CI 4.044–4.740) months
M2: 0.388 (95%CI 0.358–0.418) years ≈ 4.656 (95%CI 4.296–5.016) months

RMSE
M1: 0.483 years ≈ 5.796 months
M2: 0.505 years ≈ 6.06 months

Li et al.[33] (2023) MAE 
RSNA: 5.45 months
In-house: 3.34 months 

Liu et al.[34] (2023) MAE 5.4 months

Nguyen et al.[35] (2023)* MAE
AI vs comparator: 5.9 vs 8.7 months
p<0.001

Wang et al.[36] (2023) MAE 4.17 months
p > 0.05

Yang et al.[37] (2023) MAE: 0.35 years ≈ 4.2 months
RMSE: 0.46 years ≈ 5.52 months
RMS percentage error: 0.11 years ≈ 1.32 months

Zhang et al.[38] (2023) Average MAE
Female 0.46 years ≈ 5.52 months
Male 0.45 yrs ≈ 5.4 months

Liu et al.[39] (2024) AI vs reviewer

TW3-RUS
MAE: -0.072 vs 0.00 (p<0.001)
RMSE: 0.52 vs 0.54 (p=0.02)
Accuracy: 94.55 vs 92.34%

TW3-C:
MAE: -0.18 vs 0.00 (p<0.001)
RMSE: 0.85 vs 0.78 (p<0.001)
Accuracy: 80.38 vs 83.01%

Nam et al.[40] (2024)* MAE
Model: 8.5 ± 6.8 months
Pediatrician: 2.6 ± 4.1 months
Radiologist: 2.3 ± 3.4 months

Pape et al.[41] (2024) MAE PA 11.1 months
MAE Oblique 11.0 months
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AI: artificial intelligence; AUC: area under the curve; MAE: mean absolute error; MSE: mean square error; RMSE; 
root mean square error; RSNA: Radiological Society of North America; SD: standard deviation; TW3-RUS: Tan-
ner-Whitehouse 3 radius, ulna, short bones; TW3-C: Tanner-Whitehouse 3 carpal; *included in the meta-analysis

Figure 1:  PRISMA flow diagram

rent study.

The previous study stated that the interests of AI and 
ML for the purpose of BAA is greatest in the United 
States and Western Europe, as evidenced by the cre-
ation of medical imaging databases and the RSNA pe-
diatric bone age challenge.5 The evidence gathered in 
this systematic review instead demonstrates a shift of 
trends with many studies being published by East Asian 
authors. While some studies employed a Western da-
tabase as a testing set, most of the Asian studies used 
an in-house dataset comprising hand radiographs of 
local subjects. This would be beneficial to each of the 
respective authors’ communities as it would increase 
their model’s relevancy and validity in performing BAA. 
However, these datasets are probably not publicly 
available, unlike western datasets, as they belong to 
their respective institutions. Furthermore, the ethnic 

composition of the datasets is usually not reported. 
The development of a model based on the local pop-
ulation should not leave out the ethnic minorities also 
present in the community.

In the context of ML, the issue of multiethnicity in BAA 
is currently more important than accuracy. The capa-
bilities of contemporary AI and ML BAA models are 
already accurate for clinical practice. The standard 
deviation for the BA of healthy children older than 3.5 
years is greater than 5.4 months, and an error rate low-
er than this would not have a significant clinical impact. 
On the other hand, applying standards to subjects us-
ing models developed by people with a different ethnic 
background from different times would naturally influ-
ence the validity of the results.

Certainly, this challenge is also met by conventional 
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Figure 2: Forest plot of the meta-analysis

methods of BAA. A 2019 Meta-analysis highlighted the 
imprecision of GP atlas when used in the Asian male 
and African female population. This problem arises 
when bone age is used to determine the subject’s CA, 
where the study showed that the BA of Asian males 
was delayed and advanced at certain ages. Meanwhile, 
the BA of African females were advanced compared 
to the GP atlas.47 In another study comprising children 
from the Indian state of Uttar Pradesh, the GP-derived 
BA of male and female subjects was found to be retard-
ed by around 9 months and 4 months than the chrono-
logical age, respectively.48 Models trained using these 
standards along with human-annotated BA as ground 
truth would inadvertently “inherit” this issue.

As suggested by Rubin, AI models should no longer use 
BA as ground truth for training because it would only 
train the models to merely predicting the radiologist’s 
estimation and not the best answer.49 Instead, the CA 
may be more beneficial to be used as ground truth, 
possibly setting up new norms and advancements in 
the field of musculoskeletal radiology instead of lim-
iting its potential. The radiologist’s BA estimate is in-
deed crucial for the ground truth during the early days 
of BAA models. Nowadays, the BAA performance of AI 
models is even better than some radiologists. By using 
CA, AI models can go beyond mimicking radiologists 
and bring more clinical value beyond current capabil-
ities, such as by predicting future health outcomes de-
rived from radiographic findings.

Pan et al.50 had previously demonstrated the ability of 
AI models in estimating CA from pediatric trauma hand 
radiographs. About 92–95% of the model’s prediction 

was within 24 months of the CA and concordance was 
high between the AI models, two radiologist readers, 
and the chronological age. While their models demon-
strated a systematic bias of overpredicting age for 
younger subjects, the study proved that CA estimation 
using AI models was feasible nevertheless.

Several of the included studies in this review also used 
CA for ground truth. Assuming all the subjects includ-
ed in those studies have normal bone development, 
the models were then predicting the CA. The MAE 
reported from those studies ranged from 8.19–13.1 
months.24,25,30,40,41 The model which was tested by Nam 
et al.40 on the Korean population had a MAE of 8.5 ± 
6.8 months, which was quite far off from the radiolo-
gist’s and the pediatrician’s MAE of 2.3 ± 3.4 and 2.6 ± 
4.1 months. It was also reported to have a low concor-
dance rate of 58.8% with a 12-month cutoff. It is im-
portant to note that the model used the GP method 
for BAA.

Another issue is its laborious and time-consuming pro-
cess. Even though the GP method is still considerably 
faster than the TW method, AI models are still more 
efficient in conducting BAA than human readers. Booz 
et al.12 reported that their model analyzed 514 radio-
graphs with a mean evaluation time of 21 seconds, 
compared to the average evaluation time of 165 sec-
onds from three radiologists using the GP method. 
Additionally, the model was also faster than the mean 
reading time of the two radiologists whose estimates 
were used as the ground truth, which was 182 sec-
onds. This translated to an 86.9% and 88.5% reduction 
in mean reading time, respectively. All the while having 
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a significantly lower MAE too (4.08 vs. 9.48) months.

Radiologists receiving assistance with GP BA estimates 
from AI exhibited lower MAE and lower interpreta-
tion time than their unassisted counterparts. The 
proportion of which the estimate had a difference of 
more than 12 months or more than 24 months from 
the ground truth was also lower in radiologists using 
AI.51 The boost in MAE was also seen across radiolo-
gists of varying experience. However, radiologists may 
be prone to automation bias and sacrifice diagnostic 
accuracy for shorter evaluation time. This would be a 
challenge for a widespread implementation of AI as-
sistance in clinical radiology practice. The overreliance 
on AI may lessened by controlling its mediators and 
implementing mitigation measure.52 While occasional 
bias would be inevitable, its impact can be reduced by 
ensuring validity of the AI’s BAA estimates.

An experiment by Yi et al. in 2021 intentionally fed both 
appropriate and inappropriate data inputs to a DCNN 
BAA model. The appropriate inputs were left-hand ra-
diographs, while inappropriate inputs consisted of ra-
diological (chest radiographs) and non-radiological (im-
age of street numbers) images. The model previously 
won the 2017 RSNA pediatric bone age challenge with 
a 0.99 concordance rate with the ground truth. Inter-
estingly, the model failed to distinguish between the 
inputs and even calculate bone age for inappropriate 
images.53 This outcome underscores the current limita-
tion of a fully automated total BAA system and high-
lights the importance of data supervision and verifica-
tion to guarantee valid and reproducible results. 

With the increasing number of studies from various 
countries, it would be ideal for a multinational-multi-
center collaboration to be held. Subsequently, a digital 
database of radiographs from subjects of various ages, 
ethnicity, geography, and socioeconomic background 
can be generated in a relatively short amount of time. 
The pooled radiographs can then be used as a training 
dataset, producing a versatile and capable model.

Several limitations exist within the current study. The 
dissimilar age range and a variable data set size ren-
der an analysis of the model’s performance in con-
ducting BAA to be a challenge. Furthermore, studies 
also struggle with incomplete reporting of test set size 
and the proportion of their subjects’ age and sex. The 
multi-ethnic nature and socioeconomic factors under-
lying the datasets also hindered clear conclusions to 
be drawn.

Conclusion
AI and ML models continue to demonstrate rapid ad-
vancements in their application for BAA. This study de-
scribed the current trends in ML research and explored 
ongoing obstacles in BAA, as well as the prospective 
role of AI. The pooled MAE of models published in 
2019–2024 was 7.54 months, which is lower than that 

reported in the previous study. While promising, fur-
ther research is still required to address current lim-
itations, such as validity issues. Subsequent studies 
should also be conducted with rigorous methodology 
and thorough reporting.
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